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Abstract—Co-packaged optics (CPO) technology is well posi-
tioned to break through the bottlenecks that impede efficient band-
width scaling in key near-term commercial integrated circuits. We
begin by providing some historical context for this important sea
change in the optical communications industry. Then, motivated
by GPU-based accelerated computing requirements, we investigate
the next pain points that are poised to constrain bandwidth and ef-
ficiency in future CPO-based systems. We identify 2.5D integrated
optics (i.e., bringing optics onto the interposer) as a promising
solution that can enable continued scaling for these systems due
to the dense wiring available which facilitates more efficient slow-
and-wide electrical interfaces. We explore the benefits, challenges,
and requirements associated with such tight coupling of the pro-
cessors and optical engines by considering high-level photonic link
design, technology, and packaging. We demonstrate the viability of
a control loop which can adequately regulate temperature within
the aggressive thermal environment. Then, we introduce a custom
simulation framework that allows quantified comparisons of de-
tailed design decisions; the simulations validate the feasibility of the
general approach while also providing key guidance to designers
on best directions to pursue for efficient optimization.

Index Terms—Chip-scale packaging, photonic integrated
circuits, photonics.

I. INTRODUCTION

W ITH the advent of low-loss fiber and fiber amplifiers in
the 1970s and 1980s, optical data transmission began

to reshape global communication infrastructure. Today, optical
data transmission continues to be a disruptive force in commu-
nication systems, and not just at telecommunications distance
scales. Since the 1980s, fiber-optic transmission has been replac-
ing electrical data transmission at shorter and shorter distances
as Table I highlights. A major milestone came in the 2010s
when optics began being used copiously inside singular systems,
such as datacenter networks [1] or high-performance computing
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(HPC) systems [2], rather than only within networks that connect
disparate machines in separate locations. This paradigm shift
was driven by the needs of the new cloud infrastructure, with its
rows and rows of compute racks, necessitating cheaper and more
scalable optics to support the ever-growing bandwidth demands.
The shift furthermore caused an increase in optical transceiver
(TRX) volumes that drove an ecosystem supporting generations
of pluggable optical modules that have scaled in bandwidth
from a few gigabits per second to nearly one terabit per second
today. Now, we are on the cusp of another major disruption with
the introduction of co-packaged optics (CPO), where optics are
moved onto the same package as the host application-specific
integrated circuit (ASIC) to facilitate higher bandwidths at re-
duced energies. Despite early system deployments of CPO a
decade ago [3], a host of recent research demonstrations [4],
[5], [6], [7] and product-related statements for CPO-integrated
switch ASICs [8], [9], [10], [11] point toward broad market
adoption within the next few years.

In this work, we endeavor to look beyond today’s CPO product
development efforts and investigate the demands of the next
generation of computing hardware—represented by the light
gray shaded region in Table I—that drive optical integration even
closer to the ASICs. We motivate a need for further integration of
optical engines onto the silicon interposer, next to the ASIC [12],
[13], [14] (though we do not see a need to have optics embedded
within the silicon interposer in this timeframe [15], [16]). This is
driven by a very steep energy penalty associated with continual
scaling of baud rates and the unending demand for increasing
chip input/output (I/O) bandwidths, resulting in bandwidth bot-
tlenecks at the package electrical interface. In Section II we
identify Accelerated Computing as a major application driver
and consider I/O requirements of future accelerated computing
chips. Section III explores the energies and bandwidth densities
needed for the electrical interfaces between the ASICs and the
optics, and Section IV motivates design choices for selection of
2.5D integrated optical TRX architectures. Section V presents a
link model that validates the approach while exploring various
design tradeoffs. We conclude our paper in Section VI.

II. ACCELERATED COMPUTING

The world’s HPC systems are increasingly leveraging graph-
ics processing units (GPU) to accelerate computation. Of the top
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TABLE I
HISTORICAL PERSPECTIVE OF OPTICAL INTEGRATION TRENDS

Fig. 1. Data showing, of the 500 highest-ranking computing systems, the
number using an accelerated co-processor architecture (solid), and the number
of those using NVIDIA GPUs (dashed) over the last 12 years [17].

500 HPC machines currently ranked by top500.org [17], 169
use accelerated co-processor architectures. Fig. 1 illustrates the
growth of this trend over time, along with the fraction of accel-
erated computing systems that use NVIDIA GPUs. Moreover,
accelerated computing machines are weighted toward the upper
ranks, with 4 of the top 8 machines using NVIDIA GPUs to speed
up computation. In addition to traditional scientific applications,
areas exploiting data science—including artificial intelligence
(AI) and machine learning—leverage GPUs to increase au-
tomation and improve efficiencies across science and business.
Finally, accelerated computing in the cloud [18] provides broad
access to GPU-based accelerators. Thus, a GPU-centric cloud
computing infrastructure is emerging that combines the benefits
of datacenters, supercomputers, and AI accelerators. For exam-
ple, NVIDIA’s DGX platform [19] can be used as a local AI
accelerator, scaled out to realize a top-tier supercomputer [20],
or accessed virtually through a variety of cloud platforms.

Fig. 2. Published I/O bandwidth (filled symbols) and power (open symbols)
for recent NVIDIA switch (blue) and GPU (orange) ASICs versus year of product
launch, including Spectrum series Ethernet switches ( ) [23], [24], Quantum
series Infini-Band switches ( ) [25], [26], NVSwitch series NVLink switches
( ) [27], [28], and four GPU generations ( ) [28], [29], [30].

In these emerging systems, high-performance switched inter-
connection networks efficiently route communication between
a growing number of compute resources. The networks have
become pivotal not only to scale out performance across a large
system—as in traditional HPC and datacenter networks, e.g.,
[21]—but increasingly also to scale up the performance of each
node. As a case study, four 3rd-generation NVSwitches provide
up to 54.4 Tb/s of aggregate bandwidth to a local network of eight
H100 GPUs in the recently announced DGX H100 system [22].
The DGX boxes may be scaled into a GPU cluster through an
optically connected NVLink network or attached to an existing
InfiniBand or Ethernet fabric.

Future system scaling therefore relies on continual improve-
ments in switch bandwidths as well as processor performance.
Fig. 2 plots a sampling of power consumption and I/O bandwidth
from NVIDIA GPUs and switch ASICs over the past several
years. Switches have roughly doubled in bandwidth every two
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years. While GPU I/O bandwidths lag switch bandwidths by
about 10×, the chip power envelopes are comparable. As chip
performance has scaled, so has the power, which is approaching
1 kW and requiring complex cooling solutions. A major factor
contributing to switch chip power is the off-chip I/O, which
has been accounting for an increasing portion of the total [10].
Fundamentally, this is occurring because chip and package pin
counts (determined by component size and pin pitch) are scaling
slowly compared to steeply rising bandwidth demands. This
forces a rapid increase in the signaling rates per pin, which
comes at the cost of energy efficiency. Reducing the I/O power
by minimizing the length of the signal paths and by moving
toward lower speed signaling with more parallelism is critical
for increasing chip performance in future generations, both
for switches and GPUs. In the next section, we explore the
performance and limitations of the current electrical interfaces.

III. ELECTRICAL INTERFACES

The Optical Internetworking Forum’s (OIF) Common Elec-
trical I/O (CEI) 112-Gb/s long reach (LR) standard [31] provides
for 1-m of reach over a twin-ax cable or printed circuit board
(PCB) trace with 2 connectors. Measured energies of demon-
strated 112-Gb/s LR interfaces are 4.5 to 6.5 pJ/b [32], [33],
[34]. A 100-Tb/s switch using a purely electrical LR interface
would consume at least 450 W, just for off-chip communication.
LR interfaces are also used to connect to on-board or plug-
gable edge-of-card optics to extend reach. In addition to adding
cost, the optical modules increase system power (typically by
>10 pJ/b) while doing nothing to reduce the chip power. Clearly,
more efficient interfaces are needed.

CPO may reduce chip power while also extending reach
compared to purely electrical signaling. By integrating the optics
on package with the ASIC, the electrical interface efficiency
can be improved. The CEI-112G-XSR (extreme short reach)
standard provides for up to 100 mm of electrical wiring on
an organic multi-chip module (MCM). Demonstrations have
achieved 1.24 to 1.7 pJ/b [35], [36], [37], [38]. For CPO,
off-chip communication must traverse two electrical links and
one optical link, and all three dissipate power within the switch
package. Therefore, XSR interfaces to/from CPO in a 100-Tb/s
switch package are predicted to consume ∼250 to 350 W (not
counting the optical link portion). This may be an improvement
over the chip power dissipation of an LR ASIC, but only if
the optics are quite efficient. Moreover, XSR interfaces have
shown electrical edge bandwidth densities ranging from 475
to 870 Gb/s/mm [35], [36], [37]. Though further improvement
is needed, these densities are nearing the 100-Tb/s switch re-
quirements (i.e., ∼2 Tb/s/mm assuming 100-mm chip perimeter
with 100 Tb/s ingress and 100 Tb/s egress). Therefore, for
the 100-Tb/s generation CPO on MCM has the potential for
modest power savings at the switch module, and—with further
improvement—potentially enough bandwidth density. Finally,
although the module power may not be dramatically reduced
with CPO on MCM, the overall system power likely will be,
since the power consumed by the pluggable optics can be elim-
inated from the system.

Fig. 3. Two concepts for 2.5D integration of photonics alongside an ASIC. In
(a) the PIC is integrated on the interposer, whereas in (b) the PIC is integrated
on the organic MCM substrate but connected to the ASIC via a bridging layer
of local silicon interconnect.

Scaling beyond 100 Tb/s will require denser integration with
electrical edge bandwidth densities of multiple Tb/s/mm and
full link (electrical + optical + electrical) energy efficiencies of
1-2 pJ/b. For this, 2.5D integration on silicon interposer or local
silicon interconnect will be required [39], [40], [41]; two po-
tential configurations are illustrated in Fig. 3. Closer integration
reduces the transmission distance, but more importantly denser
wiring allows the per-wire rates to be relaxed, which signifi-
cantly improves energy efficiency. Recent results highlight the
opportunity for a dense and efficient on-interposer interface: a
50-Gb/s link in 5-nm CMOS was demonstrated across a 1.2-mm
silicon channel consuming 0.3 pJ/b and achieving an edge band-
width density of >2 Tb/s/mm with scalability to >10 Tb/s/mm
[42].

IV. ON-INTERPOSER OPTICAL ENGINES

Integrating optical engines (OE) on the same interposer as
the ASIC creates many challenges. The bandwidth density (both
edge and areal) and energy per bit of the electrical integrated cir-
cuit (EIC) and photonic integrated circuit (PIC) which comprise
the OE becomes even more critical. As Fig. 4 illustrates, the
perimeter of a module using CPO on MCM (e.g., ∼400 mm)
is most often several times longer than the perimeter of the
ASIC (e.g., ∼100 mm). Here, the bottleneck is in the electrical
edge bandwidth density attainable on the organic substrate,
while the optical edge bandwidth density in the fiber attach
region is comparatively relaxed due to beachfront expansion.
In contrast, there is very little beachfront expansion on the
interposer since trace lengths must be kept short and silicon
area is limited. So, while bringing the optics onto the interposer
allows significant improvement in the electrical edge bandwidth
density between the ASIC and the optics (due to denser wiring),
it also requires that the optics achieve similar edge bandwidth
density at the fiber interface. The electrical interface energy can
be substantially reduced as a consequence of the shorter reach
and lower baud rates, as argued above. Our efforts are targeting
electrical interface energies of 0.25 pJ/b with an optical link
energy of 1 pJ/b and a remote laser source consuming about
2 pJ/b, resulting in 1.5 pJ/b dissipated in the module and 3.5 pJ/b
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Fig. 4. Top-view package diagrams illustrating the limitations on beachfront
expansion for 2.5D integrated optics. The diagrams compare a 200-Tb/s ASIC
with a 25-mm edge using (a) CPO-on-MCM and (b) 2.5D integrated optics. In (a)
the electrical bandwidth density between the OE and the ASIC is limited by the
organic substrate density, while the optical bandwidth density is comparatively
relaxed due to the availability of the larger package edge. In (b) the electrical
bandwidth density is improved due to Si wiring density, while the optical
bandwidth density is constrained by the interposer.

overall [13]. Next, we describe high-level design considerations
for the laser source modules, the photonic link architecture, and
the package.

A. Laser Source

Remote lasers eliminate both area and power from the ASIC
package, as well as improve laser performance and lifetime,
at the expense of more coupling loss and less optical edge
bandwidth density (since supply fibers are needed in addition
to transmit and receive fibers). The added coupling loss must
be compensated by higher laser power, but this increase does
not contribute to the in-package power envelope. Remote laser
sources capable of producing a comb of dense wavelengths (see
Section IV.B) typically fall into one of three categories: (1)
component-level assembly of a III-V chip, consisting of an array
of DFB lasers emitting at different wavelengths, with passive
optical combiners integrated in an oxide or nitride platform
[43], [44]; (2) bonding of III-V laser gain material on silicon
to produce an array of DFB lasers on the same substrate with
fixed or tunable silicon photonic devices used to combine wave-
lengths [45], [46], [47]; and (3) single cavity mode-locked lasers
that produce the set of wavelengths from a single source with
no combiner needed [48]. These options provide an array of
cost-benefit tradeoffs at various maturity levels.

B. Photonic Link Architecture

The optical edge bandwidth density can be scaled along the di-
mensions of time, frequency, space, polarization, phase, and am-
plitude, but there are limitations. Spatial density is constrained
by practical aspects of fiber manufacturing, which place useful
fiber diameters in the vicinity of 80-125 µm. Overlapping spa-
tial modes (e.g., mode-division multiplexing) generally require
digital signal processing (DSP) for reliable demultiplexing.
Baud rates are difficult to scale without incurring steep energy
penalties [49]. Polarization provides a factor of two at the price of

Fig. 5. PIC architecture diagram, for simplicity drawn employing 12 channels
and 8 wavelengths per channel with an extra ring on each bus dedicated to clock
forwarding. Each PIC connects to two TRX fiber ribbons—each with 6 TX (T)
+ 6 RX (R) fibers—and one 12-fiber supply (S) ribbon with each fiber carrying
9 continuous-wave wavelength channels. (For consistency with Fig. 4, the PIC
would require 21 channels carrying 800+800 Gb/s.).

design complexity, area, and cost. Limited signal-to-noise ratios
dictate that scaling through the amplitude (e.g., pulse amplitude
modulation, PAM) and phase (e.g., quadrature phase-shift key-
ing, QPSK) domains extract a penalty in cost and power for DSP.
All of these can provide some scaling; however, the frequency
(i.e., wavelength) domain may be the least constrained, although
there are yet challenges in realizing low-cost multi-wavelength
lasers and in overcoming optical link losses.

Coarse wavelength-division multiplexing (CWDM) systems
are in use today, but dense WDM (DWDM) will be needed to
simultaneously meet tomorrow’s bandwidth density and power
efficiency targets. At 250-µm fiber pitch, an initial 8-wavelength
single-polarization 25-Gbaud PAM-2 (i.e., non-return-to-zero,
NRZ) DWDM link can achieve a raw bandwidth density of
0.8 Tb/s/mm. By scaling 2× in each dimension, a 16-wavelength
dual-polarization 50-Gbaud PAM-4 link with 127-µm fiber
pitch can achieve a raw bandwidth density of 25.6 Tb/s/mm.
These raw bandwidth densities must still be allocated between
supply, transmit, and receive fibers with some overhead included
for fiber attach; however, the example illustrates the scaling
potential.

A micro-ring resonator-based link architecture, as illustrated
in Fig. 5, provides several benefits. It is DWDM compati-
ble. It does not require grating- or interferometer-based multi-
plexer/demultiplexers, which occupy significant area. The ring
modulators and ring filters are area and energy efficient [43],
[50], and capable of scaling well beyond 100 Gb/s [51]. The
lumped-element modulators simplify driver circuits and are
capable of operating at reasonable voltage swing. Micro-ring
resonators require closed-loop control, but the power and area
overheads can be relatively small in advanced CMOS nodes.

Such an architecture can deliver the efficiencies needed for
2.5D integrated optical engines, but many other challenges
remain. For one, packaging becomes much more constrained.
Socketed electrical connectors and pigtailed optical fibers cannot
be used. Optical facets must be preserved through a wafer-scale
assembly process. Optical connector density should be dramat-
ically increased. These challenges seem plausibly resolvable.
However, of paramount concern is the question of the thermal
environment. We consider this in the next section.
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Fig. 6. Cross section of the simulated thermal environment with rings located
on the upper surface of the PIC die.

C. Packaging and Thermal Considerations

In this section, we investigate the effects of the thermal envi-
ronment on link performance, including control of the thermo-
optic tuning elements that are used to align resonances. We
consider a linear time-invariant thermal system comprised of
an OE which is integrated on the silicon interposer next to
an ASIC [Fig. 3(a)]. Such a system is completely determined
by the geometry in combination with the material properties,
such as thermal resistivities, specific heats, and densities (all of
which we assume are temperature independent). Fig. 6 shows
a cross section of the simulated structure. The interposer and
PIC are 100-µm thick to allow through silicon vias. The ASIC
is 1-mm thick to support neighboring chip stacks. The EIC/PIC
stack is separated from the ASIC by a 70-nm spacer of plastic
molding compound. The copper heat spreader is 0.5-mm thick.
All simulation boundaries are insulating except for the upper
surface of the heat spreader which has a thermal impedance to
ground of 3e-5 m2·K/W.

The optical transceiver depends on thermally tuned ring res-
onators on the top surface of the PIC. In our analysis, the ring
temperatures are maintained by metal heaters located in glass
1 µm above each ring. The rings are insulated from the silicon
below by 2 µm of buried oxide, and from the EIC active area
above by ∼10 µm of back-end-of-line (BEOL) glass. A thermal
control loop for each ring maintains the ring temperature in the
presence of power transients in the ASIC and in neighboring
ring heaters. (The EIC power is assumed to be constant.)

Thermal simulations are performed in Lumerical HEAT. The
first, a 2D cross section simulation, determines the temperature
response of the ring environment to a maximal 500-W power step
distributed evenly across the bottom of the 800 mm2 ASIC die.
The resulting thermal response (Fig. 7) at typical ring positions
(the two leftmost designated locations) shows a temperature rise
of about 10 K with a maximum slope of about 70 K/s. The
contour lines illustrate that some heat is moving laterally from
the ASIC to the PIC through the silicon interposer. Heat flow
from the ASIC directly to the PIC and EIC is largely blocked by
the plastic molding compound between the two dice. Some heat
does cross over through the copper heat spreader (z > 1000 µm)
but does not significantly impact the ring temperatures. The
insulating layer of BEOL glass between the PIC and EIC is
visible at z = 100 µm.

A second thermal simulation, 3D this time, is performed to
determine the ring response to a 1-mW step in heater power. This
simulation is also used to quantify the effect of the same step in

Fig. 7. (bottom) Transient temperature response of the system to a 500-W step
in ASIC power at various locations along the PIC and ASIC. (top) Steady-state
temperature profile of the simulated cross section at a time of 1 s. Note the
different x and z scales in the upper figure.

Fig. 8. Transient temperature response of the heater (blue solid), ring wave-
guide (orange solid), and neighboring ring (blue dashed) to a 1-mW step in
heater electrical power dissipation.

heater power on a neighboring ring 100 µm away. This second
simulation employs the same cross section (Fig. 6), but with
lateral extent restricted to ± 1 mm from the main ring location.
The transient results (Fig. 8) depict the temperature change of
the heater, the ring, and the neighboring ring versus time. The
ring temperature rises in the steady state by about 11 K with
a time constant near 10 µs. (This is in good agreement with
another study [52].) The neighboring ring temperature rises by
about 0.7 K with maximum slope of ∼50 K/s, which is similar
to the slope caused by the 500-W step in ASIC power.

Next, we must determine how precisely the control loop needs
to maintain the ring temperature in the presence of the external

Authorized licensed use limited to: SHANDONG UNIVERSITY. Downloaded on May 05,2024 at 13:31:01 UTC from IEEE Xplore.  Restrictions apply. 



LEE et al.: BEYOND CPO: A MOTIVATION AND APPROACH FOR BRINGING OPTICS ONTO THE SILICON INTERPOSER 1157

Fig. 9. TX ring optical response. The ring spectrum (blue solid) has a Q of
7000. A modulation swing of 8 GHz peak-to-peak is denoted (vertical dashed).
The relative OMA, defined as the modulator’s output OMA per input continuous-
wave power, is plotted for the stated modulation swing versus TX frequency
offset (orange solid). The control loop must maintain temperature with ample
precision to remain in the maximum or minimum region of the relative OMA
(about ± 5 GHz).

Fig. 10. Control loop block diagram.

temperature aggressors (i.e., the ASIC power swings and the
neighboring ring heaters). For this, we need to explore in more
detail the optical performance of the rings (Fig. 9). Ultimately,
the control systems for transmitter (TX) and receiver (RX) rings
will differ substantially. TX rings are tuned so that the laser is
on the flank of the resonance to maximize optical modulation
amplitude (OMA), while RX rings are tuned so that the laser
is centered on the resonance to maximize drop-port power. For
NRZ modulation at 32 Gbaud (see Section V), we assume a
TX ring with quality factor (Q) of 7000 and a peak-to-peak
frequency shift of 8 GHz. As indicated by Fig. 9, this requires
a frequency control of ± 5 GHz (± 30 pm), which corresponds
to a temperature stabilization of ± 0.4 K. For the RX side, we
employed a frequency-domain analysis to verify that there is
negligible eye closure for a ring with Q of 5000 and the same
± 0.4 K temperature stabilization as needed for the TX.

TX Loop: The TX temperature control loop block diagram
is illustrated in Fig. 10. For the controller we use a conven-
tional proportional-integral (PI) thermal controller [53], which
transforms error temperature into heater power. We implement
the controller with a proportional constant Kp of 0.15 and an
integrating time constant Ti of 200 µs. The blocks labeled
“Heater Power→Ring Temp” and “ASIC Power→Ring Temp”
are derived from the thermal simulations described above. The
outputs of the two thermal transfer functions, denoting the
impacts of ASIC and heater powers on ring temperature, are

Fig. 11. (a) Open-loop frequency-domain characteristics of controller.
(b) Closed-loop frequency-domain characteristics of controller.

summed to obtain the ring temperature. The ring temperature
is then transformed by the ring’s Lorentzian response curve to
the average ring optical power (ROP), which is then compared
with the target ROP, and the error is fed back to the controller.
The transformation from temperature to ROP is a linear approx-
imation; a crude estimate of the gain suffices to keep the ring
sufficiently fast and stable. The optimum target ROP depends on
the laser power level. The target value may be updated in a slow
dithering loop to obtain maximum OMA based on feedback from
the RX. A weakly coupled drop port and photodiode measure
the TX ring’s average optical power, with 8b/10b data encoding
ensuring no data dependance.

RX Loop: In the RX we want to hold the optical power at
a maximum (at resonance). We do this by dithering the heater
power, then estimating the temperature error using the phase and
magnitude of the fundamental frequency response of the optical
power to the dither. The dither frequency is chosen sufficiently
above the control loop bandwidth, but at a low enough frequency
that the thermal mass of the ring allows an adequate response
to the dither. We will see below that a trivially stable control
loop bandwidth of 1 kHz is sufficient to keep the temperature
error within the target bounds. The ring temperature response to
heater modulation at 10 kHz is ∼5 dB down from DC, making
10 kHz an acceptable dither frequency.

Now we show the loop dynamics of a generic control loop as-
suming the thermal responses from simulation, the PI controller
parameters mentioned earlier, and perfect temperature estima-
tion. Fig. 11 shows the open- and closed-loop frequency-domain
characteristics of the loop. The closed-loop transient response
in Fig. 12(a) shows that the heater power swing required to
handle 500-W transients in the ASIC is about 1 mW. The error
temperature extreme of about 8 mK is well within the 400 mK
target, even with the low loop bandwidth of 1 kHz. Fig. 12(b)
shows that even a 1-mW step on a neighboring ring heater results
in only a 7 mK closed-loop error temperature on the ring, again
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Fig. 12. The change in temperature (blue) and change in heater power (red)
under closed-loop control in response to a (a) 500-W step in ASIC power and
(b) 1-mW step in neighboring ring power versus time.

well within bounds. Note that while this temperature excursion
is about the same magnitude as the 500-W ASIC step excursion,
the timescale is much shorter. These results indicate that even
within the aggressive thermal environment that 2.5D integrated
optics will endure, it is feasible to develop controllers that lock
the rings and stabilize to external temperature variations.

V. OPTICAL LINK ANALYSIS

In this section, we explore ring-based DWDM link archi-
tectures for 200-Tb/s switches, packaged as in Fig. 4(b) and
having 100 mm of perimeter photonic I/O. This generates a
target of 800 Gb/s per fiber per direction, assuming one sup-
ply fiber for each TX/RX pair with 127-µm fiber pitch. The
photonic link architecture design space is immense. For this
study, we restrict the analysis to NRZ format using a single
polarization with clock forwarding on a dedicated wavelength
[42], [54]. (We assume each clock lane can service up to 16 data
lanes.) We use 8b/10b data encoding (25% bandwidth overhead)
and lightweight forward error correction, requiring a raw bit
error rate (BER) < 10−8. We then focus the analysis on the
exploration of the optimal number, spacing, and data rate of
DWDM channels which provide either the most open eye for a
given energy, or the lowest energy for a given eye opening. This
optimization is performed for various properties of the electrical
and optical devices and circuits, such as modulation efficiency,
bandwidth, equalization, demultiplexer filter order, etc. For each
case, we optimize the rings for the best tradeoff between channel
bandwidth and inter-channel crosstalk.

A. Statistical Link Tool

For the exploration, we use an in-house statistical DWDM link
tool that provides very fast and reasonably accurate estimations
of multi-channel link performance and energy efficiency. The

tool (1) calculates the step-response transients of each of the
components in the DWDM link, (2) convolves the responses
encountered by a signal along any given path, (3) builds a statis-
tical eye diagram for a user-defined pattern probability density
function (PDF), (4) adds relevant random noise parameters, and
(5) plots the statistical eye diagram. From the statistical eye,
the user can monitor the vertical and horizontal eye opening at
a given BER and repeat the measurement across various link-,
circuit-, and device-level settings. To compare energy between
different architectures at the same eye quality, the laser power
can be scaled up or down to match the eye-opening target.

For the purpose of this study, we consider only the following
random noise sources: output-referred noise at each TX, output-
referred noise at each RX, and the laser relative intensity noise
(RIN). Each are treated as white Gaussian noise, independent of
any signal and of each other. Furthermore, we do not calculate
sensitivity as conventionally defined at the input of the RX,
but instead observe the statistics of the eye at the output of the
TIA/limiting amplifier. We require that this opening, after all ISI,
crosstalk, and noise, is larger than the output referred sensitivity
defined at the target BER. This sensitivity is assumed to depend
linearly on the data rate in our model.

B. Architecture Exploration

With the scope of the analysis and the tool described above,
we begin an architectural exploration to determine the feasibility
of the 800-Gb/s/fiber target using DWDM with access to EIC
and PIC technologies available today or in the near future. The
most critical decision is the number of wavelength channels and
data rate per channel, such that the total throughput remains
constant. This choice is affected by many device- and circuit-
level assumptions such as the process node(s), photonic device
characteristics, laser wall plug efficiency (WPE), ring tuning
efficiency and range, etc. We estimate the energy efficiency of
the entire macro required to transfer 800-Gb/s payload over a
single fiber while meeting sensitivity plus margin, as well as the
worst-case eye height and eye width at a fixed laser output power
of 3 dBm per line (chosen to ensure open eyes for most links
studied). We vary the raw data rate per channel simultaneously
with the number of channels so that total throughput stays
the same, including the coding and clocking overheads. This
choice explores rich tradeoffs between the bandwidth of a single
channel and crosstalk, which are of primary concern in DWDM
links designed for high capacity. For the same free spectral
range (FSR), links with a larger number of slower channels will
suffer fewer bandwidth limitations, both electrical and optical,
but more inter-channel crosstalk due to spectral proximity of
neighboring channels and poor ring selectivity. As a result, they
will operate at narrower spectral bandwidth, or equivalently
higher Q, compared to the links with fewer faster channels.
Each link architecture will therefore need to optimize ring Q,
which will also depend on many low-level device and circuit
parameters. We explore the effect of some of the most important
of these parameters, as follows:

Circuits: We assume the ring driver and the TIA consist of
three identical single-pole stages for simplicity. Although this
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choice excludes more complex circuits with peaking stages,
complex poles, and analog equalization, it still allows us to
explore the effects of circuit bandwidth and EIC process node.

Equalization: Equalization is studied by enabling a one-tap
decision feedback equalizer (DFE), which we use to provide
insight into how DFE and equalization in general affect the link
architecture and shift the balance between the bandwidth and
crosstalk by allowing high data rates that would have otherwise
been unattainable. The DFE coefficient is adjusted for each data
rate to maximize the eye opening for the given BER.

Ring modulator: The effect of the ring modulator is explored
by varying its modulation efficiency, which is the wavelength
shift per applied voltage. Different types of ring modulators
(e.g., lateral or vertical junction, interdigitated, etc. [55], [56])
have different modulation efficiencies, but these also depend
on doping characteristics. Normally, higher doping gives larger
modulation efficiency, but also higher loss in the ring waveguide,
which limits the achievable Q. For this reason, as we vary
modulation efficiency between 22 pm/V (∼3.8 GHz/V), typical
for lateral junctions with moderate doping concentrations, to
50 pm/V (∼8.7 GHz/V), typical for vertical junctions with
higher doping concentrations (both defined for 0 V to –2 V
levels), we simultaneously vary the ring waveguide loss between
60 dB/cm and 80 dB/cm, respectively.

Ring filter: Use of a higher order RX ring filter affects the
bandwidth-crosstalk tradeoff by suppressing the filter stop-band
more and therefore making the entire link less sensitive to
crosstalk. In addition, flatter passband characteristics can be
engineered to reduce ISI. We study the effect of the RX ring
order by comparing the links with conventional single rings to
those that use double rings designed to fit the maximally flat
Butterworth characteristics. We ignore the effects of potentially
more complicated thermal tuning of such structures. Other link
parameters are fixed at reasonable values for the purpose of
containing the scope of the analysis. A few of these are listed
here. The laser provides N equidistant lines with equal power,
WPE of 8%, and RIN of −145 dBc/Hz. All rings have a
radius of 5 µm and a thermal tuning efficiency of 200 nm/W
(∼35 GHz/mW). Loss between rings is 0.1 dB per ring, which
includes the losses of the off-resonance ring coupler and the
inter-ring waveguide segment. All optical components apart
from the laser, the rings, the waveguide between the rings, and
the photodiode are modeled as a lumped broadband loss of
10 dB. Ring spatial arrangement on the TX and RX buses is
such that the k-th ring modulator on the TX bus (counting from
the laser) is locked to the same laser channel as the k-th ring on
the RX bus (counting from the input coupler). TX driver power
is CV2f-dominated, while TIA power is constant with data rate.
Finally, we assume that the power consumption of the electrical
digital back-end depends mostly on the total throughput and not
on the data rate of a single channel.

The study is organized as a comparison between a baseline
choice of parameters and variations to that baseline. Those
baseline parameters are: non-equalized electrical circuits with
bandwidths of 40 GHz per stage, modulation efficiency of
22 pm/V with 60 dB/cm ring loss, and single-ring filters. Each
of these parameter settings is studied for the set of {data rate,

Fig. 13. Vertical (top) and horizontal (bottom) eye opening at a BER of 10−8

as a function of the TX and RX ring Qs for the baseline design with 34 32-Gb/s
channels and a laser output power of 3 dBm.

channel count} pairs. The goal of this approach is to identify the
parameters that have the most impact on the link performance,
which can serve as input to the architecture, circuit design, or
EIC/PIC foundry.

The TX and RX ring optimizations for each architecture are
performed by varying the coupling coefficients, while main-
taining critical coupling, and minimizing the drop-port loss
(effectively forcing drop and bus coupling coefficients of the
RX ring to be equal). There is a 1:1 correspondence between
the optimal coupling coefficients and the TX and RX ring Qs,
which are plotted in Fig. 13 versus the eye height and eye width
at a fixed laser output power of 3 dBm for a single architecture
– 34 channels, 32 Gb/s/channel with a fixed set of parameters
that correspond to our baseline configuration. Fig. 14 shows
the statistical eye diagrams and eye contours of two illustrative
channels (#1 and #34 for the same architecture with the Qs that
maximize the eye opening from Fig. 13). We see that channel
#1 (the channel locked to the first RX ring) experiences the
worst-case crosstalk. Note that the first RX ring experiences all
the aggressor crosstalk channels, on both the blue and the red
sides, since the laser spectrum is spread equidistantly over the
entire FSR. The crosstalk to all other rings is attenuated due
to the filtering action of the RX rings that remove most of the
signal from all potential aggressor channels that are spatially
preceding the main channel. The very last ring sees almost no
crosstalk because all potential aggressor channels have already
been removed from the bus.

Figs. 15 and 16 summarize the performance of various link
architectures, where we vary the channel count and data rate
simultaneously while keeping the total throughput at 800 Gb/s.
For both figures, we compare the baseline with the following
cases: (a) 1-tap DFE where the coefficients are set for each
data rate to maximize the eye opening, (b) modulator ring with
50 pm/V modulation efficiency, and (c) RX with a double ring.
Fig. 15 reports vertical and horizontal eye openings at fixed laser
power, while Fig. 16 shows energy efficiency (by scaling laser
power to achieve the eye opening needed to produce the raw BER
of 10−8 at the given data rate) for two thermal tuning scenarios.
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Fig. 14. Statistical eye diagrams (top) and eye contours (bottom) of two
channels in the baseline architecture with 34 32-Gb/s channels: (a) channel
#1 (closest to the RX input coupler), (b) channel #34 (last channel on the bus).

Fig. 15. Vertical (top) and horizontal (bottom) eye opening at a BER of 10−8

with a laser output power of 3 dBm versus raw data rate for the set of design
parameters at 800-Gb/s total throughput.

Fig. 16. Energy per bit for wide (top) and narrow (bottom) ring heater tuning
range versus raw data rate for the set of design parameters at 800-Gb/s total
throughput.

In the first scenario, corresponding to the case where process
variations are large, the TX ring modulators and RX ring filter
must be tuned by FSR/5 and FSR/8, respectively. In the second
low-process-variation scenario, the rings only need to lock to
their nearest laser line; thus, the required tuning range is FSR/N
where N is the number of channels.

From Fig. 15, for data rates lower than what the baseline
design can comfortably support, there is no benefit from low-
ering data rate further due to the crosstalk from the decreasing
channel spacing. This is most pronounced for the link with the
high modulation efficiency ring modulator as its high ring loss
imposes higher penalty for the high-Q modulators needed in
this regime. At the other end of the spectrum, the bandwidth
enhancing DFE configuration tends to scale the best with the
data rate. The baseline configuration, and to a lesser degree the
other configurations as well, cannot support very high data rates.
The optimum eye height at the fixed laser power is found at about
25-30 Gb/s/channel.

Similar trends can be seen in Fig. 16. The comparison between
the two tuning scenarios shows that the narrower tuning range
results in better energy efficiency, as expected. However, it also
shows that with our assumptions, the ring heaters consume a
sizable portion of the total link energy. The implication is that
if the untuned ring resonant wavelengths have large variation,
other architecture and circuit choices will matter less, and the
architectures with few faster channels will be more beneficial
simply because they use fewer rings. As a result, the energy-
optimized data rate is higher than the eye-opening optimized
data rate. The amount of shift depends on what portion of
the link energy is proportional to the number of rings: tuning
scenario 1 shifts the energy efficiency optimal point towards
higher data rates and fewer rings; tuning scenario 2 tends to
favor comparatively lower data rates as it imposes less energy
penalty for adding more channels to the link, given that the
total heater power does not depend on data rate and number
of channels. As an example, for 800 Gb/s/channel and the set
of assumptions outlined above, the baseline design should target
about 28-33 Gb/s/channel to achieve 1.5-2 pJ/b (not surprisingly,
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limited by the raw bandwidth of the electrical front-end), while
any of the device and circuit techniques we study would improve
the energy efficiency to 1-1.5 pJ/b at data rates in the range of
30-45 Gb/s/channel.

C. Practical Considerations and Limitations

Our analysis indicates that 800 Gb/s/fiber is feasible with
the technology available today and with reasonable energy
efficiency of <2 pJ/b. The choice of the architecture depends
on many assumptions and design choices regarding process
technology, electrical circuits, and photonic devices, some of
which were included in our study. There are many other factors
that we have not considered here that may incur additional
power penalty. One of these is the impact of non-ideal laser
sources, including non-uniform channel spacing. Another is the
implication of the architecture to the optical packaging and
assembly. Yet another is the effect of the detailed thermal control
implementation.

Some other limitations of our analysis are:

-To speed up the simulation, our approach calculates contribu-
tions only from a user-defined number of spectral neighbors
to each channel. Throughout the simulations we used four
spectral neighbors to each side of the main channel. This
parameter allows for an indication of how many neighbors
are important (more with narrower channel spacing). We
found that including four neighbors accounts for virtually all
crosstalk in practical cases.

-The statistical tool performs calculations in baseband, rather
than at optical frequencies. The assumption is that the data
stream at each carrier is independent of the others. As such,
the nonlinear effects from inter-channel interactions such as
cross-modulation at the photodiode are not included. These
effects are generally negligible for practical choices of chan-
nel spacing and RX front-end bandwidth.

-Thermal tuning is assumed to be ideal; no power penalty is
added due to imperfect tuning. Tuning penalty is generally
small, although not negligible, and we expect it will not
significantly change the results and conclusion.

-Effects of process variations are not considered (e.g., double
rings are assumed identical, laser sources are assumed uni-
form in power and spacing, etc.). These effects will be a focus
of a future study.

VI. CONCLUSION

Accelerated computing systems, whether on-premise or
cloud-based, rely increasingly on high-bandwidth switched in-
terconnects to scale performance through parallelism. For switch
ASICs beyond the 100-Tb/s generation, CPO on MCM will
face efficiency and density challenges at the electrical inter-
face between the ASIC and the optics. In these systems, a
silicon interconnect (either on interposer or a bridge layer) that
joins the ASIC with the optical TRXs can overcome these
challenges. Electrical interfaces and optical links—including
drivers, tuning, and control—that operate at 0.25 pJ/b and 1 pJ/b,
respectively, can deliver a total off-chip communications power
of 300 W in the package for a 200-Tb/s switch. Once in the

optical domain, reaches of 100 m to 1 km are achievable. Fiber
interfaces to the 2.5D integrated optics will have to support
multi-Tb/s/mm edge bandwidth densities. DWDM links em-
ploying micro-ring resonators, which can scale in bandwidth
through wavelength-parallelism, may provide the required en-
ergy and area efficiencies. We have established the feasibility of
operating the DWDM links in the aggressive thermal environ-
ment while maintaining adequate signal integrity at the required
energy values. If realized, the densely integrated solution will
not only help computing systems continue to scale up and out via
switch scaling, it can also be replicated within GPUs, CPUs, and
other processing ASICs to improve efficiency across the entire
machine
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